**Nombre del Algoritmo:**  C4.5 algorithm

**Descripción del Problema Computacional para la cual el algoritmo es una solución.**

**Delimitación del Problema:**

El algoritmo C4.5 resuelve problemas de clasificación en aprendizaje supervisado, donde el objetivo es predecir una etiqueta de clase para instancias basadas en un conjunto de características. C4.5 extiende el algoritmo ID3 al manejar valores continuos, datos incompletos y realizar poda en los árboles generados para mejorar la generalización.

**Comprensión del Problema:**

El problema abordado es cómo construir un modelo que pueda categorizar datos desconocidos dividiendo el espacio de características en subespacios homogéneos en términos de la clase objetivo. C4.5 utiliza un enfoque basado en árboles de decisión y selecciona atributos para dividir datos en función de una métrica de ganancia de información.

**Clasificación del Problema:**

* Aprendizaje Supervisado: Utiliza datos etiquetados.
* Clasificación: Categorización de instancias en clases predefinidas.
* Árbol de Decisión: Modelo de estructura jerárquica para dividir datos.

**Viabilidad Computacional:**

C4.5 es viable computacionalmente para conjuntos de datos pequeños y medianos. Sin embargo, para grandes conjuntos de datos, su complejidad puede aumentar debido a la búsqueda exhaustiva de la mejor división para cada nodo del árbol.

**Contexto del Problema:**

C4.5 es ampliamente utilizado en áreas como:

* Diagnóstico médico.
* Sistemas de recomendación.
* Predicción de riesgos financieros.
* Análisis de comportamiento del cliente.

**Análisis de Datos y Estructura del Problema:**

* Entrada: Conjunto de datos etiquetados 𝐷={(𝑥1,𝑦1),…,(𝑥𝑛,𝑦𝑛)} donde 𝑥𝑖 son vectores de características y 𝑦𝑖 son etiquetas.
* Estructura de datos: Árbol de decisión jerárquico donde cada nodo representa un atributo y las hojas representan etiquetas de clase.

**Evaluación de Complejidad:**

* Entrenamiento: La complejidad es 𝑂(𝑛⋅𝑑⋅log(𝑛)) donde 𝑛 es el número de instancias y 𝑑 el número de atributos.
* Predicción: La complejidad depende de la profundidad del árbol, típicamente 𝑂(log(𝑛)).

**Análisis del Contexto del Problema para la cual el algoritmo es una solución**.

**Contexto general del Problema:**

El algoritmo aborda problemas donde se requiere una clasificación precisa y comprensible. La salida de un árbol de decisión es fácilmente interpretable y puede ser utilizada directamente para toma de decisiones.

**Identificación de los conjuntos y estructuras de datos:**

1. Conjunto de datos:
   * Instancias con atributos discretos o continuos.
   * Etiquetas de clase asociadas.
2. Estructura:
   * Árbol binario o multinivel con nodos y hojas que representan divisiones de datos y etiquetas.

**Formalización del problema:**

Dado un conjunto de datos 𝐷 con 𝑛 instancias y 𝑑 atributos, el objetivo es construir un árbol de decisión 𝑇 que minimice el error de clasificación. Cada nodo 𝑡 𝑇 se define seleccionando el atributo 𝐴 que maximiza la ganancia de información:

![](data:image/png;base64,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)

Donde Dv es el subconjunto de 𝐷 dividido por el valor 𝑣 del atributo 𝐴

**Análisis de la Dinámica del Problema:**

1. Selección de atributos:
   * Identificar el mejor atributo usando la ganancia de información.
2. División de Datos:
   * Crear subárboles con subconjuntos de datos basados en el atributo seleccionado.
3. Poda:
   * Reducir la complejidad del árbol eliminando ramas redundantes.

**Evaluación de la Complejidad del Contexto:**

* Ventajas:
  + Soporte para datos continuos.
  + Manejo de valores faltantes.
  + Salida interpretable.
* Desventajas:
  + Propenso al sobreajuste sin poda adecuada.
  + Requiere tiempo considerable para construir árboles grandes.

**Identificación de los casos límites y excepciones:**

**Casos límite:**

* Conjuntos de datos con muchos valores faltantes.
* Datos con alta dimensionalidad.

**Excepciones:**

* Cuando los datos están altamente correlacionados, puede generar árboles redundantes.

**Interacción con otros sistemas:**

* Puede integrarse con sistemas de preprocesamiento para discretizar atributos continuos.
* Compatible con técnicas de ensamblado como Random Forest.

**Especificación Formal:**

**Definición de las entradas y salidas:**

* Entradas:
  + Conjunto de datos 𝐷: 𝑛 instancias con 𝑑 atributos.
  + Parámetros: Umbral mínimo para dividir nodos.
* Salida:
  + Un árbol de decisión 𝑇 que clasifica instancias.

**Definición formal del problema mediante funciones:**

* Entrenamiento:
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donde BuildTree selecciona el atributo 𝐴 con mayor ganancia de información y divide 𝐷 subconjuntos.

* Predicción:
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Donde 𝑥 es una nueva instancia y 𝑇 es el árbol generado.

**Relaciones y Restricciones:**

* Relaciones:
  + Cada atributo en 𝐷 puede ser considerado para una división.
* Restricciones:
  + La ganancia de información debe superar un umbral para justificar la división.

**Invariantes y propiedades:**

* Invariante principal: Cada nodo divide los datos en subconjuntos homogéneos respecto a la clase objetivo.
* Propiedades:
  + El árbol siempre tiene al menos un nodo raíz y varias hojas.

**Control de Flujo:**

1. Preprocesamiento:

* Manejo de datos faltantes.
* Normalización o discretización de atributos continuos.

1. Entrenamiento:

* Construcción del árbol dividiendo nodos en función de la ganancia de información.
* Poda para reducir sobreajuste.

1. Predicción:

* Recorrer el árbol desde la raíz hasta una hoja para determinar la clase.

**Pseudocodigo del Algoritmo**

Algoritmo C4.5

// Entradas:

// datos\_entrenamiento: Matriz[n][m], donde n es el número de instancias y m-1 es el número de atributos.

// etiquetas: Vector[n], clases esperadas de las instancias.

Funcion ConstruirArbol(datos\_entrenamiento, etiquetas)

Si todas las etiquetas son de la misma clase Entonces

Retornar CrearHoja (etiquetas[0]) // Nodo hoja con la clase única.

FinSi

Si datos\_entrenamiento está vacío o atributos están vacíos Entonces

Retornar CrearHoja(ClaseMayoritaria(etiquetas)) // Hoja con la clase más común.

FinSi

// Elegir el mejor atributo usando ganancia de información normalizada

mejor\_atributo <- SeleccionarMejorAtributo(datos\_entrenamiento, etiquetas)

// Dividir datos basándose en el mejor atributo

nodos\_hijos <- Diccionario

Para cada valor en ValoresUnicos(mejor\_atributo, datos\_entrenamiento)

subconjunto\_datos <- FiltrarDatos(datos\_entrenamiento, mejor\_atributo, valor)

subconjunto\_etiquetas <- FiltrarEtiquetas(datos\_entrenamiento, etiquetas, mejor\_atributo, valor)

Si subconjunto\_datos está vacío Entonces

nodos\_hijos[valor] <- CrearHoja(ClaseMayoritaria(etiquetas))

Sino

nodos\_hijos[valor] <- ConstruirArbol(subconjunto\_datos, subconjunto\_etiquetas)

FinSi

FinPara

// Crear nodo de decisión

Retornar CrearNodoDecision(mejor\_atributo, nodos\_hijos)

FinFuncion

// Proceso principal

Escribir "Construyendo árbol de decisión usando C4.5..."

Definir datos\_entrenamiento como Matriz[n][m] // Cargar datos

Definir etiquetas como Vector[n] // Cargar etiquetas

arbol\_decision <- ConstruirArbol(datos\_entrenamiento, etiquetas)

Escribir "Árbol de decisión construido con éxito."

FinAlgoritmo

Funcion SeleccionarMejorAtributo(datos\_entrenamiento, etiquetas)

mejor\_atributo <- NULL

mejor\_ganancia <- -INFINITO

Para cada atributo en datos\_entrenamiento

ganancia <- CalcularGananciaNormalizada(datos\_entrenamiento, etiquetas, atributo)

Si ganancia > mejor\_ganancia Entonces

mejor\_ganancia <- ganancia

mejor\_atributo <- atributo

FinSi

FinPara

Retornar mejor\_atributo

FinFuncion

**Casos de Usos Posibles:**

* Clasificación de Riesgo Crediticio:
  + Identificar si un cliente es de bajo o alto riesgo basado en atributos como ingresos, historial crediticio y deudas.
* Diagnóstico Médico:
  + Clasificar pacientes en diferentes categorías de enfermedades basándose en síntomas y pruebas de laboratorio.
* Predicción de Comportamiento del Cliente:
  + Predecir si un cliente comprará un producto dependiendo de su historial de compras, edad, y ubicación.
* Detección de Fraudes:
  + Clasificar transacciones bancarias como "fraudulentas" o "no fraudulentas" basándose en patrones de datos históricos.
* Segmentación de Mercado:
  + Dividir a los consumidores en grupos basados en datos demográficos y comportamientos.
* Clasificación de Texto:
  + Determinar la categoría de un artículo (noticias, deportes, tecnología) en función de las palabras clave.